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Edge extraction and reconstruction of terahertz image 
using simulation evolutionary with the symmetric fourth 
order partial differential equation*
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Terahertz (THz) pulse imaging can be used for biomedicine, material, and food security. However, image quality is 

lower attributed to the THz time-domain spectroscopy system. Such as, noises and lower space resolution are pre-

sented in some THz images. To improve the THz image quality, we proposed a novel method which combining the 

simulation evolutionary with the symmetric fourth order partial differential equation. The image edge is first detected 

by using the simulation evolutionary. Then the symmetric fourth order partial differential equation (PDE) is applied on 

the non-edge image for noise reduction. Finally, the de-noise image is combined with the edge image obtained from 

the edge detection step. Experiments on four different THz images prove that the proposed method can preserve the 

edge information during noise reduction. 
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Terahertz (THz) is an electromagnetic wave with the 

frequency ranging from 0.1 THz to 10 THz, where 

1 THz=1012 Hz, corresponding to a wavelength range of 

3 mm to 30 μm, and terahertz pulse imaging (TPI) is a 

non-invasive coherent optical image modality using 

electromagnetic radiation[1]. TPI have aroused intense 

interests due to their potential applications in biomedical, 

nondestructive imaging of packages, trace gas analysis, 

inspection of artworks and counterfeit note, and semi-

conductor device diagnostics[2-5]. Generally, THz imag-

ing technology including coherent imaging and 

non-coherent imaging, the former typically contains 

time-domain spectroscopy imaging, electro optics imag-

ing and chromatography imaging, yet continuous wave 

imaging usually belongs to the latter[6,7]. Currently, TPI 

investigation mainly involves two aspects. On the one 

hand, many researchers focus on how to overcome the 

obstacles in hardware, i.e., how to improve the resolution, 

accuracy and speed in TPI system[8-10]. On the other hand, 

to further improve the quality of images obtained from 

THz system, a few digital image processing methods 

have been introduced[1].  

Images obtained by THz technique are sometimes not 

clear enough to distinguish the profile and the edge of 

the sample. What is more, they also affected by speckle 

noises that will reduce the recognition accuracy of the 

object. Therefore, de-noising becomes a key step during 

THz image processing. However, classical digital image 

de-noising methods, such as mean filter, median filter 

and non-local means (NLM)[11] will blur the image edge 

when reducing the noises. Therefore, development of a 

feasible and effective de-noising method is of great im-

portance for the theoretical study of THz images.  

Recently, the fourth order partial differential equation 

(PDE) has been introduced into image de-noising 

study[12]. It can achieve a good trade-off between noise 

removal and edge preservation. In addition, simulation 

evolutionary has also been proved to be more effective 

than traditional edge detection operators (such as Sobel 

and Canny) in image edge detection[13,14]. Simulation 

evolutionary is a swarm-based meta-heuristic inspired by 

the foraging behavior of some ant species in nature. 

Through several ants in a movement driven by the local 

variation of the image’s intensity values, a pheromone 

matrix corresponding to the edge information at each 

pixel location in the image can be established[15]. 

Based on the pioneering studies mentioned above, to 

presser the edge information during noise removal, we
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proposed that combine the symmetric fourth order PDE 

with the simulation evolutionary. Firstly, simulation 

evolutionary is used to detect the image edge. Then, a 

few ants are utilized to move on a two-dimensional (2D) 

image for constructing a pheromone matrix. Thirdly, the 

symmetric fourth order PDE is applied to reduce the 

noises on non-edge image. Finally, the de-noise 

non-edge image and edge image are combined to recon-

struct the result. In this paper, we describe how to obtain 

the THz images through the experimental apparatus. The 

simulation evolutionary for edge detection and the sym-

metric fourth order PDE de-noise approach are presented. 

The calculated results and the related discussion are pre-

sented. 

The THz-time-domain spectroscopy system used in 

this article is a transmission time-domain spectroscopy 

detection system, as shown in Fig.1. 

 

  

Fig.1 The schematic diagram of THz-TDS system 
 

The apparatus consists of two parts: the Z-3 THz 

time-domain spectrometer (Zomega Terahertz Corp., 

USA), and the femtosecond laser, FemtoFiber pro NIR 

(TOPTICA Photonics Inc., Germany). The femtosecond 

laser is used as a radiation source. It has 780 nm central 

wavelength, 100 fs pulse width, 80 MHz repetition rate 

and nearly 140 mW average power. The laser beam is 

divided into the pump light (nearly 96 mW) and the 

probe light (about 16 mW) by a cubic beam splitter (CBS) 

for THz generation and detection, respectively. The 

whole experimental system has a spectral resolution of 

less than 5 GHz and a dynamic range of better than 

70 dB. To avoid the interference of water vapor in the 

ambient air, the apparatus was placed in a closed box and 

dry air was injected until the indoor relative humidity 

(RH) is less than 2%. 

Owing to the edge information is vital for THz image 

processing, to preserve the edge information during de-

noising process we proposed combining the simulation 

evolutionary with symmetric fourth order PDE. Edge 

detection is first conducted on THz image by using the 

simulation evolutionary to obtain the edge image and 

non-edge image. Then the symmetric fourth order PDE is 

applied to non-edge image for noise removing. Finally,  

the edge image and noise removal image are combined to 

reconstruct the final de-noise image, as showed in Fig.2. 

 

 

Fig.2 The diagram of the proposed method 
 

Suppose a THz image I with size H×W, Ii,j denotes the 

intensity value of the pixel at the position (i, j) and let 

each pixel as a node, then the simulation evolutionary 

based edge detection can be executed according to four 

steps: 1) initialization, 2) construction, 3) update, and 4) 

decision. The details of the pseudo code are shown in 

Algorithm 1. 

Step 1: Firstly, each component of the pheromone ma-

trix τ(0) is set to be a constant τinit.  

Step 2: Secondly, randomly select one ant among the 

total K ants at the nth construction-step, and let it con-

secutively move on the image for L movement-steps 

based on the 8-connectivity neighborhood. It moves from 

the node (l, m) to its neighboring node (i, j) according to 

a transition probability that is defined as 
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where 
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,

n
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 denotes the pheromone value of the node (i, 
j), Ω(l, m) represents the neighborhood nodes set of the 

node (l, m). The constants α and β represent the influence 

of the pheromone matrix and the heuristic matrix, re-

spectively. ηi,j, denoting the heuristic information at the 

node (i, j), is expressed as 

,

1
( )ij c i jV I

Z
� � ,                         (2) 

where 
1 21: 1: ,

( )i M j M c i jZ V I� ��� � is a normalization factor. 
Vc(Ii,j) is a function of a local group of pixels c (called the 

clique), and its value depends on the variation of image’s 

intensity values on the clique c. For example, it can be 

defined as 
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Here we adopt a parameter γ to adjusts the functions’ 

respective shapes and the function f(·) in Eq.(4) can be 

determined as 
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Step 3: Thirdly, performs two update operations for 

the pheromone matrix. One is conducted after the 

movement of each ant within each construction step ac-

cording to 
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where ρ is the evaporation rate, 
( )

,

k
i j	 is determined by the 

heuristic matrix
( )

, ,

k
i j i j	 �� . 

The other is carried out after the movement of all ants 

within each construction step according to 

τ(n)=(1−ψ)·τ(n−1)+ψ·τ(0),                       (6) 

where ψ is the pheromone decay coefficient. 

Then the ant movement operation has been run for N 

iterations to construct the final pheromone matrix τ(N) by 

iteratively performing both the construction process and 

the update process.  

Step 4: Finally, a binary decision process is performed 

to determine the edge based on threshold T,  
( ) ( )

( )

2
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The initial threshold T(0) is selected as the mean value 

of the pheromone matrix. Next, the entries of the phero-

mone matrix is classified into two categories according 

to the criterion that its value is lower than T(0) or larger 

than T(0). Then the new threshold is computed as the av-

erage of two mean values of each of above two catego-

ries. The above process is repeated until the threshold 

value does not change any more. 

Recently, the symmetric fourth order PDE has been 

applied for image denoising due to it can reduce the 

block effects existed in second-order PDE[16]. The clas-

sical PDE is based on minimize the total variation[17] 

defined as 
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where Ω represents an open domain with a Lipschitzian 

boundary, u and u0 denote the original image and the 

observed image respectively, λ is an adjust parameter 

depended on the specific application. 

 

Algorithm 1 The pseudo code of the simulation evo-
lutionary 

Input: K the total number of ants.  

N the total number of construction-steps. 
α the weighting factor of the pheromone information. 

      β the weighting factor of the heuristic information. 

Ω the connectivity neighborhood.  
γ the adjusting factor. 

τinit the initial value of each component of the pheromone 

matrix. 

Ρ the evaporation rate.  

ψ the pheromone decay coefficient. 

L total number of ant’s movement-steps within each con-

struction-step. 

Output: Detect the image edge. 

Initialize the pheromone matrix τ(0)←τinit; 
for n←1 to N do 
 for k←1 to K do 
  Randomly select one ant (k); 

Consecutively move the ant(k) for L steps  

according to Eq.(1) ; 

  if position (i, j) is visited by ant(k) 

   update the pheromone matrix τ(n)

 based 

 on Eq.(5); 

  end 

 end 
if

 
all the ants have visited position (i, j) 

 
 

  update the pheromone matrix τ(0) based on Eq.(6); 

 end 
end 
Adaptively compute the threshold T according to Eq.(7); 

Make the solution decision with threshold T on the final pheromone 

matrix τ(N);  

return; 
 

In fact, to smooth an image u and keep the u ap-

proaches to u0 can be transferred to an optimization 

problem by finding a minimum 2| |u
 , that is minimize 

the energy function 
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where 2
 denotes Laplacian operator and f(·)>0 is an in-

creasing function. Then, a Euler-Lagrange equation 
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� , the former equation can be 

written as 
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To solve the above Euler-Lagrange equation, the time 
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t and gradient descent method are introduced as 
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Finally, discretization iterative can be used to solve the 

above equation. 

To simplify and symmetry the discretization result, a 

simple symmetric difference program base on the four 

field structure (as shown in Fig.3) is proposed in this 

paper to solve the equation by discretization iterative.  
 

 

Fig.3 the symmetric field structure 
 

For the central point, 2u
 can be discretized as   
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where h is the discretization space step. Then we can 

obtain the iterative formula 
1 2 2 2 0( ( (| |) ) ( ))n n n n nu u t c u u u u
� � � � 
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where Δt denotes the discretization time step. Similarly 

to the Ref.[16], we can make c(s) as follows: 
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1
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where k is a parameter. 

Thus, the symmetric fourth order PED based denois-

ing can be conducted according to the following steps: 

1) Initialize the parameters λ, k, h, Δt and the original 

image u; 

2) Compute 2u
 and
2

| |u
  by Eq.(12); 

3) Calculate 
2

(| |)c u
 by Eq.(13); 

4) Iterate via Eq.(14); 

5) If not reach the maximum iteration, then go to step 

2), else end. 

To conduct the experiments, the Spectra Physics Hur-

ricane (output wavelength is 800 nm, repetition fre-

quency is 1 kHz, single pulse energy is 900 μJ and pulse 

width is 120 fs) is selected as a laser source. CCD cam-

era as the detector can obtain the real-time image of ob-

ject. The measured object is placed in the 2D scanning 

step platform with positioning accuracy of 1 μm. 

Three kinds of THz images are adopted for compari-

son experiment: covered mosaic 128×128[18], hidden toy 

gun 128×128, and double forks 128×128[19]. At the same 

time, three different methods, Donoho threshold, gener-

alized wavelet threshold, and adaptive thresholding, are 

selected for comparison. The denoising approaches are 

implemented with the Matlab programming language 

and run on a PC with a i5-2400 3.1 GHz CPU and a 

4 096 MB RAM, One hundred experiments are con-

ducted for each of the above-mentioned approaches. 

Because the algorithm is a typical probabilistic algo-

rithm, the parameters in the algorithm are usually deter-

mined by experimental methods.  

In this paper, the simulation experiment selects the 

representative eil51 in the TSPLIB standard library as 

the test object.  

The steps of parameter simulation test are as follows:  

(1) Set the initial value of the parameter and set the 

default value of each parameter. (the scale of this simula-

tion experiment is 50).  

(2) Keep the default values of β and ρ unchanged, α 

increases with a step size of 0.1 from 0, and the experi-

ment is repeated 100 times each time, and the optimal 

value is obtained.  

(3) Keep the default values of α and ρ unchanged, β 

increases step by step from 0 to 0.1, and the experiment 

is repeated 100 times each time, and the optimal value is 

obtained.  

(4) Keep the default values of α and β unchanged, ρ 

increases step by step from 0 to 0.1, and the experiment 

is repeated 100 times each time, and the optimal value is 

obtained.  

(5) Other parameters can be calculated from Eqs.(4) 

and (5).  

(6) Based on the comprehensive analysis of the ex-

perimental data obtained under the combination of vari-

ous parameters mentioned above, the best value range of 

each parameter and the combination and optimization 

setting among the parameters are summarized.  

In addition, the parameters involved in the proposed 

methods are given in Tabs.1 and 2. 

Tab.1 Parameter setting for edge detection method 
with simulation evolutionary 

Parameter Value Parameter Value 

α 1 γ 1 

β 0.1 ρ 0.1 

Ω 8 L 40 

τinit 0.001 ψ 0.05 

N 4 K H W�  

Tab.2 Parameter setting for symmetric fourth order PDE 

Parameter Value Parameter Value 

h 1.2 λ 1 

k 1 Δt 0.2 

 

Firstly, the proposed method is compared with the 

other three approaches mentioned above on three different 

THz images. Figs.4—6 illustrate the experiment results. 

It can be concluded that the Donoho threshold and the
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generalized wavelet threshold perform worse owing to 

they will lose some useful information. In addition, our 

proposed approach and the adaptive thresholding posses 

better denosing effects than the other two methods. Fur-

thermore, our proposed approach performs better than 

the adaptive thresholding method. 

 

 
 

 

Fig.4 Various results of double fork: (a) Optical image; 
(b) THz image of double fork; (c) Edge image of dou-
ble fork THz image; (d) Non-edge image of double fork 
THz image; (e) Denoised image by Donoho threshold; 
(f) Denoised image by generalized wavelet threshold; 
(g) Denoised image by adaptive thresholding; (h) Our 
proposed approach 

 

 
 

 

Fig.5 Various results of covered mosaic: (a) Optical 
image; (b) THz image of covered mosaic; (c) Edge 
image of covered mosaic THz image; (d) Non-edge 
image of covered mosaic THz image; (e) Denoised 
image by Donoho threshold; (f) Denoised image by 
generalized wavelet threshold; (g) Denoised image by 
adaptive thresholding; (h) Our proposed approach 
 

 

 
Fig.6 Various results of hidden toy gun: (a) Optical 
image; (b) THz image of hidden toy gun; (c) Edge 
image of hidden toy gun THz image; (d) Non-edge 
image of hidden toy gun THz image; (e) Denoised 
image by Donoho Threshold; (f) Denoised image by 
Generalized Wavelet Threshold; (g) Denoised image 
by adaptive thresholding; (h) Our proposed approach 

 
Furthermore, the mean squared error (MSE), the sig-

nal-to-noise ratio (PSNR), the root mean square (RMS) 

and the normalized mean square error (NMSE) are  

explored on the de-noise results by using these methods. 

In addition, the computational complexity (run time) of 

the proposed approach compared with other four meth-

ods is also conducted. 
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where MAX is the largest value of image point, 
1 1

0

0 0

m n

ij
i j

sumx u
� �

� �

� �� , and the unit of PSNR is dB. 

From Tab.3, it can be observed that the MSE, NMSE 

and RMS of our proposed approach are smallest 

amongall the methods, i.e. the difference between the 

de-noise image and the original image is smaller. What’s 

more, the PSNR of our proposed approach is the largest 

one among the four models, which means that our pro-

posed approach can preserve the edge information to a 

large extent when removing the noises. Therefore, ex-

perimental results reveal that our model performs better 

in THz image de-noise than the other three models. 

Tab.3 The performance comparison on PSNR, MSE, NMSE, RMS and run time 

Methods PSNR (dB) MSE NMSE RMS Run time (s) 

Test image of covered mosaic      

Donoho  39.474 0 1.145 4×10-4 7.857 0×10-4 1.070 2×10-2 0.038 

Generalized wavelet 38.225 7 1.506 0×10-4 1.033 0×10-3 1.227 2×10-2 0.021 

Adaptive thresholding 49.164 3 1.164 7×10-5 7.989 1×10-5 3.412 7×10-3 0.092 

Our proposed approach 67.644 6 1.718 4×10-7 1.178 7×10-6 4.145 3×10-4 0.036 

Test image of toy gun      

Donoho  30.176 6 8.500 4×10-4 5.259 3×10-3 2.915 6×10-2 0.038 
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Generalized wavelet 27.182 5 2.019 6×10-3 1.249 6×10-2 4.494 1×10-2 0.020 

Adaptive thresholding 41.186 2 6.841 1×10-5 4.232 7×10-4 8.271 1×10-3 0.110 

Our proposed approach 45.425 5 2.584 9×10-5 1.599 3×10-4 5.084 2×10-3 0.036 

Test image of double fork      

Donoho  28.460 1 1.703 2×10-3 3.349 4×10-3 4.127 0×10-2 0.038 

Generalized Wavelet 25.687 8 3.635 3×10-3 7.148 8×10-3 6.029 4×10-2 0.020 

Adaptive thresholding 34.956 6 3.715 8×10-4 7.307 1×10-4 1.927 6×10-2 0.090 

Our proposed approach 36.577 4 2.335 6×10-4 4.593 0×10-4 1.528 3×10-2 0.037 

THz image have aroused great interests on biomedi-

cine, measurement and detection. However, background 

noises normally present in THz images caused by the 

THz pulse coherent superposition in detector. To en-

hance the image quality, simulation evolutionary and 

symmetric fourth order PDE have been combined. Ex-

periments on three different THz images prove that the 

proposed method compared with other three methods can 

largely reduce noises and preserve the edge information.  

Our future work will focus on the segmentation of 

THz images. 
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